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Abstract The paper aims at presenting a numerical technique used in simulating the propagation of waves in inhomogeneous elastic solids. The basic governing equations are solved by means of a finite-volume scheme that is faithful, accurate, and conservative. Furthermore, this scheme is compatible with thermodynamics through the identification of the notions of numerical fluxes (a notion from numerics) and of excess quantities (a notion from irreversible thermodynamics). A selection of one-dimensional wave propagation problems is presented, the simulation of which exploits the designed numerical scheme. This selection of exemplary problems includes (i) waves in periodic media for weakly nonlinear waves with a typical formation of a wave train, (ii) linear waves in laminates with the competition of different length scales, (iii) nonlinear waves in laminates under an impact loading with a comparison with available experimental data, and (iv) waves in functionally graded materials.

1 Introduction

Waves correspond to continuous variations of the states of material points representing a medium. The characteristic feature of waves is their motion. In mechanics the motion of waves is governed by the conservation laws for mass, linear momentum, and energy. These conservation laws, complemented by constitutive relations, are the basis of the theory of thermoelastic waves in solids [1, 3, 9, 19].

Inhomogeneous solids include layered and randomly reinforced composites, multiphase and polycrystalline alloys, functionally graded materials, ceramics and polymers with certain microstructure, etc. Therefore, it is impossible to present a complete theory of linear and nonlinear wave propagation for the full diversity of
possible situations, in so far as geometry, contrast of multiphase properties and loading conditions are concerned.

From a practical point of view, we need to perform numerical calculations. Many numerical methods have been proposed to compute wave propagation in heterogeneous solids, among them, the stiffness matrix recursive algorithm \cite{33, 38} and the spectral layer element method \cite{10, 11} should be mentioned, in addition to more common finite-element, finite-difference, and finite-volume methods.

Here the general idea is the following: division of a body into a finite number of computational cells requires the description of all fields inside the cells as well as the interaction between neighboring cells. Approximation of wanted fields inside the cells leads to discontinuities of the fields at the boundaries between cells. This also leads to the appearance of excess quantities, which represent the difference between the exact and approximate values of the fields. Interaction between neighboring cells is described by means of fluxes at the boundaries of the cells. These fluxes correspond to the excess quantities and, therefore, can be calculated by means of jump relations at the boundaries between cells.

In this paper, we demonstrate how the finite-volume wave-propagation algorithm developed in \cite{27} can be reformulated in terms of the excess quantities and then applied to the wave propagation in inhomogeneous solids. Both original and modified algorithms are stable, high-order accurate, thermodynamically consistent, and applicable both to linear and nonlinear waves.

\subsection{1.1 Governing equations}

The simplest example of heterogeneous media is a periodic medium composed by materials with different properties. One-dimensional wave propagation in the framework of linear elasticity is governed by the conservation of linear momentum \cite{1}

\begin{equation}
\rho(x) \frac{\partial v}{\partial t} - \frac{\partial \sigma}{\partial x} = 0,
\end{equation}

and the kinematic compatibility condition

\begin{equation}
\frac{\partial \varepsilon}{\partial t} = \frac{\partial v}{\partial x}.
\end{equation}

Here $t$ is time, $x$ is the space variable, the particle velocity $v = u_t$ is the time derivative of the displacement $u$, the one-dimensional strain $\varepsilon = u_x$ is the space derivative of the displacement, $\sigma$ is the Cauchy stress, and $\rho$ is the material density. The compatibility condition \eqref{compatibility} follows immediately from the definitions of the strain and the particle velocity.

The two equations \eqref{momentum} and \eqref{compatibility} contain three unknowns: $v, \sigma$ and $\varepsilon$. 
The closure of the system of equations (1) and (2) is achieved by a constitutive relation, which in the simplest case is Hooke’s law

$$\sigma = \rho(x)c^2(x)\varepsilon,$$

(3)

where \(c(x) = \sqrt{(\lambda(x) + 2\mu(x))/\rho(x)}\) is the corresponding longitudinal wave velocity, and \(\lambda(x)\) and \(\mu(x)\) are the so-called Lamé coefficients. The indicated explicit dependence on the point \(x\) means that the medium is materially inhomogeneous.

The system of equations (1)–(3) can be expressed in the form of a conservation law

$$\frac{\partial}{\partial t} q(x,t) + \frac{\partial}{\partial x} f(q(x,t)) = 0,$$

(4)

with

$$q(x,t) = \begin{pmatrix} \varepsilon \\ \rho \nu \end{pmatrix} \quad \text{and} \quad f(x,t) = \begin{pmatrix} -\nu \\ -\rho c^2 \varepsilon \end{pmatrix}.$$

(5)

In the linear case, equation (4) can be rewritten in the form

$$\frac{\partial}{\partial t} q(x,t) + A \frac{\partial}{\partial x} q(x,t) = 0,$$

(6)

where the matrix \(A\) is given by

$$A = \begin{pmatrix} 0 & -1/\rho \\ -\rho c^2 & 0 \end{pmatrix}.$$

(7)

We will solve the system of equations (1)–(3) numerically. Although a numerical solution can be difficult with standard methods, high-resolution finite volume methods based on solving Riemann problems have been found to perform very well on linear hyperbolic systems modeling wave propagation in rapidly-varying heterogeneous media [16].

2 The wave-propagation algorithm

Standard methods cannot give high accuracy near discontinuities in the material parameters and will often fail completely in problems where the parameters vary drastically on the grid scale. By contrast, solving the Riemann problem at each cell interface properly resolves the solution into waves, taking into account every discontinuity in the parameters, and automatically handling the reflection and transmission of waves at each interface. This is crucial in developing the correct macroscopic behavior. As a result, Riemann-solver methods are quite natural for this application. Moreover, the methods extend easily from linear to nonlinear problems. Expositions of such methods and pointers to the rich literature base can be found in many sources [17, 20, 27, 36, 37].
2.1 Averaged quantities

Let us introduce a computational grid of cells $C_n = [x_{n-1/2}, x_{n+1/2}]$ with interfaces $x_{n-1/2} = (n-1)/2\Delta x$ and time levels $t_k = k\Delta t$. For simplicity, the grid size $\Delta x$ and time step $\Delta t$ are assumed to be constant. Integrating equation (4) over $C_n \times [t_k, t_{k+1}]$ gives

$$
\int_{x_{n-1/2}}^{x_{n+1/2}} q(x, t_{k+1}) dx = \int_{x_{n-1/2}}^{x_{n+1/2}} q(x, t_{k}) dx - \left( \int_{t_k}^{t_{k+1}} f(q(x_{n+1/2}, t)) dt - \int_{t_k}^{t_{k+1}} f(q(x_{n-1/2}, t)) dt \right).
$$

Introducing the average $Q_n$ of the exact solution on $C_n$ at time $t = t_k$ and the numerical flux $F_n$ that approximates the time average of the exact flux taken at the interface between the cells $C_{n-1}$ and $C_n$, i.e.

$$
Q_n \approx \frac{1}{\Delta x} \int_{x_{n-1/2}}^{x_{n+1/2}} q(x, t_{k}) dx, \quad F_n \approx \frac{1}{\Delta t} \int_{t_k}^{t_{k+1}} f(q(x_{n-1/2}, t)) dt,
$$

we can rewrite equation (8) in the form of a numerical method in the flux-differencing form

$$
Q_{n+1}^k = Q_n^k - \frac{\Delta t}{\Delta x} (F_{n+1}^k - F_n^k).
$$

In general, however, we cannot evaluate the time integrals on the right-hand side of equation (8) exactly, since $q(x_{n\pm1/2}, t)$ varies with time along each edge of the cell, and we do not have the exact solution to work with. If we can approximate this average flux based on the values $Q^k$, then we will have a fully-discrete method.

2.2 Numerical fluxes

Numerical fluxes are determined by means of the solution of the Riemann problem at interfaces between cells. The solution of the Riemann problem (at the interface between cells $n-1$ and $n$) consists of two waves, which we denote, following [27], $\mathcal{W}_n^l$ and $\mathcal{W}_n^H$. The left-going wave $\mathcal{W}_n^l$ moves into cell $n-1$, and the right-going wave $\mathcal{W}_n^H$ moves into cell $n$. The state between the two waves must be continuous across the interface (Rankine-Hugoniot condition) [27]:

$$
\mathcal{W}_n^l + \mathcal{W}_n^H = Q_n - Q_{n-1}.
$$

In the linear case, the considered waves are determined by eigenvectors of the matrix $A$ [27]:

$$
\mathcal{W}_n^l = \gamma_n^l \mathbf{r}_{n-1}^l, \quad \mathcal{W}_n^H = \gamma_n^H \mathbf{r}_n^H.
$$
This means that equation (11) is represented as

\[ \gamma_n I_{n-1} + \gamma_n II_{n} = Q_n - Q_{n-1}. \]  

(13)

Considering the definition of eigenvectors \( Ar = \lambda r \), we see that the eigenvector

\[ r^I = \left( \frac{1}{\rho c} \right) \]  

(14)

corresponds to the eigenvalue \( \lambda^I = -c \) (left-going wave). Similarly, the eigenvector

\[ r^II = \left( \frac{1}{-\rho c} \right) \]  

(15)

corresponds to the eigenvalue \( \lambda^II = c \) (right-going wave). Substituting the eigenvectors into equation (13), we have

\[ \gamma_n I \left( \frac{1}{\rho_{n-1}c_{n-1}} \right) + \gamma_n II \left( \frac{1}{-\rho_n c_n} \right) = Q_n - Q_{n-1}, \]  

(16)

or, more explicitly,

\[ \begin{pmatrix} \gamma_n \\rho_{n-1}c_{n-1} & -\rho_n c_n \end{pmatrix} \begin{pmatrix} 1 \\ \gamma_n I \end{pmatrix} = \begin{pmatrix} \bar{\epsilon}_n - \bar{\epsilon}_{n-1} \\ \rho \bar{v}_n - \rho \bar{v}_{n-1} \end{pmatrix}. \]  

(17)

Solving the system of linear equations (17), we obtain the amplitudes of the left-going and right-going waves. Then the numerical fluxes in the Godunov-type numerical scheme are determined as follows:

\[ F_{n+1}^k = -\lambda_{n+1} I W_{n+1}^I = -c_{n+1} \gamma_{n+1}^I r_n^I, \]  

(18)

\[ F_n^k = \lambda_n II W_n^II = -c_n \gamma_n II r_n^II. \]  

(19)

Finally, the Godunov-type scheme is expressed in the form

\[ Q_n^{k+1} = Q_n^k + \frac{\Delta t}{\Delta x} \left( c_{n+1} \gamma_{n+1} I r_n^I - c_n \gamma_n II r_n^II \right). \]  

(20)

This is the standard form for the wave-propagation algorithm [27].

Within the wave-propagation algorithm, every discontinuity in parameters is taken into account by solving the Riemann problem at each interface between discrete elements. The reflection and transmission of waves at each interface are handled automatically for the considered inhomogeneous media.
2.3 Second-order corrections

The scheme considered above is formally first-order accurate only. To increase the order of accuracy, we rewrite the numerical scheme as

\[ Q_{n}^{k+1} = Q_{n}^{k} + \Delta_{n}^{up} - \frac{\Delta t}{\Delta x}(\tilde{F}_{n+1}^{k} - \tilde{F}_{n}^{k}), \]  

(21)

where \( \Delta_{n}^{up} \) equals the upwind flux (or Godunov flux) obtained from equation (20).

The term \( \tilde{F}_{n} \) is used to update the solution so that second order accuracy is achieved. The flux for the second-order Lax-Wendroff scheme may be written as the Godunov flux plus a correction [27],

\[ F_{n} = \frac{1}{2}A(Q_{n} + Q_{n-1}) - \frac{\Delta t}{2\Delta x}A(Q_{n} - Q_{n+1}) = F_{n}^{G} + \frac{1}{2}|A| \left( 1 - \frac{\Delta t}{\Delta x}|A| \right) \Delta Q_{n}, \]  

(22)

where \(|A| = A^{+} - A^{-}\). Hence, a natural choice for \( \tilde{F} \) is

\[ \tilde{F}_{n} = \frac{1}{2}|A| \left( 1 - \frac{\Delta t}{\Delta x}|A| \right) \Delta Q_{n} = \frac{1}{2} \sum_{\rho} |\lambda_{\rho}| \left( 1 - \frac{\Delta t}{\Delta x}|\lambda_{\rho}| \right) \mathcal{W}^{\rho}_{n}. \]  

(23)

The Godunov-type scheme exhibits strong numerical dissipation, and discontinuities in the solution are smeared, causing low accuracy. The Lax-Wendroff scheme, on the other hand, is more accurate in smooth parts of the solution. However, near discontinuities, numerical dispersion generates oscillations, also reducing the accuracy. A successful approach to suppress these oscillations is to apply flux limiters [16, 23, 24, 25].

2.4 The conservative wave propagation algorithm

For the conservative wave-propagation algorithm [2], the solution of the generalized Riemann problem is obtained by using the decomposition of the flux difference \( f_{n}(Q_{n}) - f_{n-1}(Q_{n-1}) \) instead of the decomposition (11):

\[ \mathcal{L}_{n}^{I} + \mathcal{L}_{n}^{II} = f_{n}(Q_{n}) - f_{n-1}(Q_{n-1}). \]  

(24)

The waves \( \mathcal{L}^{I} \) and \( \mathcal{L}^{II} \) are still proportional to the eigenvectors of the matrix \( A \)

\[ \mathcal{L}_{n}^{I} = \beta_{n}^{I} r_{n-1}^{I}, \quad \mathcal{L}_{n}^{II} = \beta_{n}^{II} r_{n}^{II}, \]  

(25)

and the corresponding numerical scheme has the form

\[ Q_{n}^{I+1} - Q_{n}^{I} = -\frac{\Delta t}{\Delta x} \left( \mathcal{L}_{n}^{II} + \mathcal{L}_{n+1}^{I} \right). \]  

(26)
The coefficients $\beta^I$ and $\beta^{II}$ are determined from the solution of the system of linear equations

$$
\begin{pmatrix}
1 & 1 \\
\rho_{n-1}c_{n-1} - \rho_n c_n & -1
\end{pmatrix}
\begin{pmatrix}
\beta^I_n \\
\beta^{II}_n
\end{pmatrix}
=
\begin{pmatrix}
-(\vec{v}_n - \vec{v}_{n-1}) \\
-(\rho c^2 \vec{e}_n - \rho c^2 \vec{e}_{n-1})
\end{pmatrix}.
$$

(27)

As it is shown in [2], the obtained algorithm is conservative and second-order accurate on smooth solutions.

3 Excess quantities and numerical fluxes

We could simply apply the numerical scheme described in the previous sections to simulate the wave propagation in periodic media. However, the splitting of the body into a finite number of computational cells and averaging all the fields over the cell volumes leads to a situation known in thermodynamics as “endoreversible system” [22]. This means that even if the state of each computational cell can be associated with a corresponding local equilibrium state (and, therefore, temperature and entropy can be defined as usual), the state of the whole body is a non-equilibrium one. The computational cells interact with each other, which leads to the appearance of excess quantities.

In the admitted non-equilibrium description [32], both stress and velocity are represented as the sum of the averaged (local equilibrium) and excess parts:

$$
\sigma = \bar{\sigma} + \Sigma, \quad v = \bar{v} + V.
$$

(28)

Here $\bar{\sigma}$ and $\bar{v}$ are averaged fields and $\Sigma$ and $V$ are the corresponding excess quantities.

Therefore, we rewrite a first-order Godunov-type scheme (10) in terms of the excess quantities

$$
(\rho \bar{v})^{k+1}_n - (\rho \bar{v})^k_n = \frac{\Delta t}{\Delta x} (\Sigma^+ - \Sigma^-),
$$

(29)

$$
\vec{e}^{k+1}_n - \vec{e}^k_n = \frac{\Delta t}{\Delta x} (V^+ - V^-).
$$

(30)

Here an overbar denotes averaged quantities, a superscript $k$ denotes a time step, a subscript $n$ denotes the number of the computational cell, while $\Delta t$ and $\Delta x$ are time step and space step, respectively.

Though excess quantities are determined formally everywhere inside computational cells, we need to know only their values at the boundaries of the cells, where they play the role of numerical fluxes. To determine the values of the excess quantities at the boundaries between computational cells, we apply the jump relation for the linear momentum [6], which is reduced in the isothermal case to

$$
[\bar{\sigma} + \Sigma] = 0.
$$

(31)
Similarly, the jump relation following from the kinematic compatibility (2) reads

\[ [\bar{v} + V] = 0. \]  

(32)

It should be noted that the two last jump conditions can be considered as the continuity of genuine unknown fields at the boundaries between computational cells, which is illustrated in Fig. 1.

![Fig. 1 Stresses in the bulk.](image)

The values of the excess stresses and excess velocities at the boundaries between computational cells are not independent [8]. Considering Riemann invariants at the interface between computational cells, one can see that

\[ \rho_n c_n \mathcal{V}_n^- + \Sigma_n^- \equiv 0, \]  

(33)

\[ \rho_{n-1} c_{n-1} \mathcal{V}_{n-1}^+ - \Sigma_{n-1}^+ \equiv 0, \]  

(34)

i.e., the excess quantities depend on each other at the cell boundary.

### 3.1 Excess quantities at the boundaries between cells

Rewriting the jump relations (31), (32) in the form

\[ (\Sigma^+)_{n-1} - (\Sigma^-)_n = (\sigma)_n - (\sigma)_{n-1}, \]  

(35)

\[ (\mathcal{V}^+)_{n-1} - (\mathcal{V}^-)_n = (\bar{v})_n - (\bar{v})_{n-1}, \]  

(36)

and using the dependence between excess quantities (equations (33) and (34)),
we obtain then the system of linear equations for the determination of the excess velocities

\[ V_{n-1}^+ - V_n^- = \bar{v}_n - \bar{v}_{n-1}, \]  
\[ V_{n-1}^+ \rho_{n-1} c_{n-1} + V_n^- \rho_n c_n = \rho_n c_n^2 \varepsilon_n - \rho_{n-1} c_{n-1}^2 \varepsilon_{n-1}. \]  

In matrix notation the latter system of equations has the form

\[ \begin{pmatrix} 1 & 1 \\ \rho_{n-1} c_{n-1} & -\rho_n c_n \end{pmatrix} \begin{pmatrix} -V_{n-1}^+ \\ -V_n^- \end{pmatrix} = \begin{pmatrix} -(\bar{v}_n - \bar{v}_{n-1}) \\ -(\rho c^2 \varepsilon_n - \rho c^2 \varepsilon_{n-1}) \end{pmatrix}. \]  

Comparing the obtained equation with equation \((30)\), we conclude that

\[ \beta_{n}^I = -V_{n-1}^+; \quad \beta_{n}^II = V_n^- \, . \]  

This means that the excess quantities following from non-equilibrium jump relations at the boundary between computational cells correspond to the numerical fluxes in the conservative wave-propagation algorithm.

The representation of the wave-propagation algorithm in terms of the excess quantities given here is formally identical to its conservative form \([2]\). The advantage of the new representation manifests itself at discontinuities, for which jump relations cannot be reduced to the continuity of true values, e.g., at phase-transition fronts or cracks.

4 One-dimensional waves in periodic media

As the first example, we consider the propagation of a pulse in a periodic medium. The initial form of the pulse is given in Fig. 2, where the periodic variation in density is also shown by dashed lines. For the test problem, the materials are chosen as polycarbonate \((\rho = 1190 \text{ kg/m}^3, \ c = 4000 \text{ m/s})\) and Al 6061 \((\rho = 2703 \text{ kg/m}^3, \ c = 6149 \text{ m/s})\).

We apply the numerical scheme \((29)\) and \((30)\) for the solution of the system of equations \((1)\)–\((3)\). The corresponding excess quantities are calculated by means of equations \((35)\)–\((38)\).

As it was noted, we can exploit all the advantages of the wave-propagation algorithm, including second-order corrections and transversal propagation terms \([24]\). However, no limiters are used in the calculations. Suppressing spurious oscillations is achieved by means of using a first-order Godunov step after each three second-order Lax-Wendroff steps. This idea of composition was invented in \([29]\).

Calculations are performed with Courant-Friedrichs-Levy number equal to 1. The simulation result for 4000 time steps is shown in Fig. 3.

We observe a distortion of the pulse shape and a decrease in the velocity of the pulse propagation in comparison to the maximal longitudinal wave velocity in the materials. These results correspond to the prediction of the effective media theory \([34]\) both qualitatively and quantitatively \([16]\).
It should be noted that the effective media theory [34] leads to the dispersive wave equation

\[
\frac{\partial^2 u}{\partial t^2} = \left( c^2 - c_a^2 \right) \frac{\partial^2 u}{\partial x^2} + p^2 c_a^2 c_b^2 \frac{\partial^4 u}{\partial x^4},
\]

where \( u \) is the displacement, \( p \) is the periodicity parameter, and \( c_a \) and \( c_b \) are parameters of the effective media [15], instead of the wave equation following from equations (1)–(3)
\[
\frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2}.
\] (42)

Equation (41) exhibits both dispersion (fourth-order space derivative) and the alteration in the longitudinal wave speed.

5 One-dimensional weakly nonlinear waves in periodic media

In the next example, we will see the influence of the materials’ nonlinearity on the wave propagation. To close the system of equations (1) and (2) in the case of weakly nonlinear media we apply a simple nonlinear stress-strain relation

\[
\sigma = \rho c^2 \varepsilon (1 + B \varepsilon),
\] (43)

where \(B\) is a parameter of nonlinearity, the values and sign of which are supposed to be different for hard and soft materials.

![Fig. 4 Pulse shape at time step 400. Nonlinear case.](image)

The solution method is almost the same as before. The approximate Riemann solver for the nonlinear elastic media (equation (43)) is similar to that used in [26, 28]. A modified longitudinal wave velocity \(\hat{c}\), following the nonlinear stress-strain relation (43), is applied at each time step in the numerical scheme (29) and (30):

\[
\hat{c} = c \sqrt{1 + 2B \varepsilon}
\] (44)

instead of the piecewise constant one corresponding to the linear case.
We consider the same pulse shape and the same materials (polycarbonate and Al 6061) as in the case of the linear periodic medium. However, the nonlinear effects appear only for a sufficiently high magnitude of loading. The values of the parameter of nonlinearity $B$ were chosen as 0.24 for Al 6061 and 0.8 for polycarbonate.

The results of the simulations corresponding to 400, 1600, and 5200 time steps are shown in Figs. 4–6.

**Fig. 5** Pulse shape at time step 1600. Nonlinear case.

**Fig. 6** Pulse shape at time step 5200. Nonlinear case. Reproduced from [5].
We observe that an initial bell-shaped pulse is transformed into a train of soliton-like pulses propagating with amplitude-dependent speeds. Such kind of behavior was first reported in [26], where these pulses were called “stegotons” because their shape is influenced by the periodicity.

In principle, the soliton-like solution could be expected because if we combine the weak nonlinearity (43) with the dispersive wave equation in terms of the effective media theory (41), we arrive at the Boussinesq-type equation

$$\frac{\partial^2 u}{\partial t^2} = (c^2 - c_a^2) \frac{\partial^2 u}{\partial x^2} + \alpha B \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial x^2} + p^2 c_2^2 c_3 \frac{\partial^4 u}{\partial x^4},$$

which possesses soliton-like solutions.

### 6 One-dimensional linear waves in laminates

There are three basic length scales in wave propagation phenomena:

- the typical wavelength $\lambda$;
- the typical size of the inhomogeneities $d$;
- the typical size of the whole inhomogeneity domain $l$.

In the case of infinite periodic media considered above the third length scale was absent. Therefore, it may be instructive to consider wave propagation in a body where the periodic arrangement of layers of different materials is confined within a finite spatial domain.

![Fig. 7](image)

**Fig. 7** Length scales in laminate.

To investigate the influence of the size of the inhomogeneity domain, we compare the shape of the pulse in the homogeneous medium with the corresponding pulse transmitted through the periodic array with a different number of distinct layers (Fig. 7).

We use Ti ($\rho = 4510$ kg/m$^3$, $c = 5020$ m/s) and Al ($\rho = 2703$ kg/m$^3$, $c = 5240$ m/s) as materials in the distinct layers in the numerical simulations of linear elastic wave propagation.
We apply a stress pulse, the width $\lambda$ of which corresponds to $30\Delta x$ ($\Delta x$ is the space step)

$$\sigma(t) = \frac{2}{\cosh^2(0.5(t - 15\Delta t))}$$  (46)

at the left end of the domain (Fig. 7), and record the resulting pulse at $x = 4000\Delta x$. The location is indicated by the dashed line in Fig. 7.

The results are presented in Figs. 8–10 (dashed lines). The reference pulse calculated for homogeneous media is drawn with a solid line. As can be observed, if
the wavelength is less than the size of the inhomogeneity \(d \geq \lambda\), we have a strong dispersion of the pulse, i.e., a separation of the wave into components of various frequencies (Figs. 8 and 9). This dispersion is not so strong if, vice versa, the size of the inhomogeneity \(d\) is less than the wavelength \(\lambda\) (Fig. 10).

Thus, waves in laminates demonstrate dispersive behavior, which is governed by the relations between the characteristic length scales. Taking into account nonlinear effects, we have seen the soliton-like wave propagation. Both nonlinearity and dispersion effects are observed experimentally in laminates under shock loading.

### 7 Nonlinear elastic waves in laminates under impact loading

Though the stress response to an impulsive shock loading has been very well understood for homogeneous materials, the same cannot be said for heterogeneous systems. In heterogeneous media, scattering due to interfaces between dissimilar materials plays an important role for shock wave dissipation and dispersion [18].

Diagnostic experiments for the dynamic behavior of heterogeneous materials under impact loading are usually carried out using a plate impact test configuration under a one-dimensional strain state. These experiments were recently reviewed in [12, 13]. For almost all the experiments, the stress response has shown a sloped rising part followed by an oscillatory behavior with respect to a mean value [12, 13]. Such behavior in the periodically layered systems is consistently exhibited in the systematic experimental work [39]. The specimens used in the shock compression experiments [39] were periodically layered two-component composites prepared by repeating a composite unit as many times as necessary to form a specimen with
the desired thickness (see Fig. 11). A buffer layer of the same material as the soft component of the specimen was used at the other side of the specimen. A window in contact with the buffer layer was used to prevent the free surface from serious damage due to unloading from shock wave reflection at the free surface. Shock compression experiments were conducted by employing a powder gun loading system, which could accelerate a flat plate flyer to a velocity in the range of 400 m/s to about 2000 m/s. In order to measure the particle velocity history at the specimen window surface, a velocity interferometry system was constructed, and to measure the shock stress history at selected internal interfaces, the manganin stress technique was adopted. Four different materials, polycarbonate, 6061-T6 aluminum alloy, 304 stainless steel, and glass, were chosen as components. The selection of these materials provided a wide range of combinations of shock wave speeds, acoustic impedance and strength levels. The influence of multiple reflections of internal interfaces on shock wave propagation in the layered composites was clearly illustrated by the shock stress profiles measured by manganin gages. The origin of the observed structure of the stress waves was attributed to material heterogeneity at the interfaces. For high velocity impact loading conditions, it was fully realized that material nonlinear effects may play a key role in altering the basic structure of the shock wave.

An approximate solution for layered heterogeneous materials subjected to high velocity plate impact has been developed in [12, 13]. For laminated systems under shock loading, shock velocity, density and volume were related to the particle velocity by means of an equation of state. The elastic analysis was extended to shock response by incorporating the nonlinear effects through computing the shock velocities of the wave trains and superimposing them.
As pointed out in [39], stress wave propagation through layered media made of isotropic materials provides an ideal model to investigate the effect of heterogeneous materials under shock loading, because the length scales, e.g., the thickness of individual layers, and other measures of heterogeneity, e.g., impedance mismatch, are well defined.

Since the impact velocity in shock experiments is sufficiently high, various nonlinear effects may affect the observed behavior. That is why we apply numerical simulations of finite-amplitude nonlinear wave propagation to the study of scattering, dispersion and attenuation of shock waves in layered heterogeneous materials.

The geometry of the problem follows the experimental configuration described in [39] (Fig. 12).

Fig. 12 Geometry of the problem.

We consider the initial-boundary value problem of impact loading of a heterogeneous medium composed of alternating layers of two different materials. The impact is provided by a planar flyer of length \( L \), which has an initial velocity \( v_0 \). A buffer of the same material as the soft component of the specimen is used to eliminate the effect of wave reflection at the stress-free surface. The densities of the two materials are different, and the materials’ response to compression is characterized by the distinct stress-strain relations \( \sigma(\varepsilon) \). Compressional waves propagating in the direction of the layering are modeled by the one-dimensional hyperbolic system of conservation laws (1)–(2).

Initially, stress and strain are zero inside the flyer, the specimen, and the buffer, but the initial velocity of the flyer is nonzero:

\[
v(x, 0) = v_0, \quad 0 < x < L,
\]

where \( L \) is the size of the flyer. Both left and right boundaries are stress-free.

Instead of an equation of state like the one used in [12, 13], we apply a simpler nonlinear stress-strain relation \( \sigma(\varepsilon, x) \) for each material (43) (cf. [31]):

\[
\sigma = \rho c^2 \varepsilon(1 + B\varepsilon),
\]

(48)
where, as previously, $\rho$ is the density, $c$ is the conventional longitudinal wave speed, and $B$ is a parameter of nonlinearity, the values and signs of which are supposed to be different for hard and soft materials.

We apply the same numerical scheme as in the previous example. The results of the numerical simulations compared with experimental data [39] are presented in the next section.

### 7.1 Comparison with experimental data

Figure 13 shows the measured and calculated stress time history in the composite, which consists of 8 units of polycarbonate, each 0.74 mm thick, and of 8 units of stainless steel, each 0.37 mm thick. The material properties of the components are extracted from [39]: the density $\rho = 1190$ kg/cm$^3$ and the sound velocity $c = 1957$ m/s for the polycarbonate; $\rho = 7890$ kg/cm$^3$ and $c = 5744$ m/s for the stainless steel. The stress time histories correspond to the distance 0.76 mm from the impact face. Calculations are performed for the flyer velocity 561 m/s and the flyer thickness 2.87 mm.

![Figure 13](image-url)  
**Fig. 13** Comparison of shock stress time histories corresponding to the experiment 112501 [39]. Reproduced from [4].

The results of the numerical calculations depend crucially on the choice of the parameter of nonlinearity $B$. We choose this parameter from the condition to match the numerical simulations to the experimental results.
Time histories of particle velocity for the same experiment are shown in Fig. 14. It should be noted that the particle velocity time histories correspond to the boundary between the specimen and the buffer. As one can see, both stress and particle velocity time histories are well reproduced by the nonlinear model with the same values of the nonlinearity parameter $B$.

![Image: Comparison of particle velocity time histories corresponding to the experiment 112501 [39]. Reproduced from [4].](image)

**Fig. 14** Comparison of particle velocity time histories corresponding to the experiment 112501 [39]. Reproduced from [4].

As it is pointed out in [39], the influence of multiple reflections of internal interfaces on shock wave propagation in the layered composites is clearly illustrated by the shock stress time histories measured by manganin gages. Therefore, we focus our attention on the comparison of the stress time histories.

Figure 15 shows the stress time histories in the composite, which consists of 16 units of polycarbonate, each 0.37 mm thick, and of 16 units of stainless steel, each 0.19 mm thick. The stress time histories correspond to the distance 3.44 mm from the impact face. Calculations are performed for the flyer velocity 1043 m/s and the flyer thickness 2.87 mm.

The nonlinearity parameter $B$ is chosen here to be 2.80 for polycarbonate and zero for stainless steel. Additionally, the stress time history corresponding to the linear elastic solution (i.e., the nonlinearity parameter is zero for both components) is shown. It can be seen that the stress time history computed by means of the considered nonlinear model is very close to the experimental one. It reproduces three main peaks and decreases with distortion, as it is observed in the experiment [39].
Fig. 15 Comparison of shock stress time histories corresponding to the experiment 110501 [39]. Reproduced from [4].

In Fig. 16 the same comparison is presented for the same composite as in Figure 15, only the flyer thickness is different (5.63 mm). This means that the shock energy is approximately twice as high than that in the previous case. The nonlinearity parameter $B$ is also increased to 4.03 for polycarbonate and remains zero for stainless steel. As a result all 6 experimentally observed peaks are reproduced well.

Fig. 16 Comparison of shock stress time histories corresponding to the experiment 110502 [39]. Reproduced from [4].
In Fig. 17 the comparison of stress time histories is presented for the composite consisting of 16 0.37 mm thick units of polycarbonate and 16 0.20 mm thick units of D-263 glass. The material properties of D-263 glass are \( \rho = 2510 \text{ kg/cm}^3 \) and the sound velocity \( c = 5703 \text{ m/s} \). The distance between the measurement point and the impact face is 3.41 mm. Corresponding flyer velocity is 1079 m/s and the flyer thickness is 2.87 mm. The nonlinearity parameter \( B \) is chosen to be equal 5.025 for polycarbonate and zero for D-263 glass. Again, the stress time history corresponding to the linear elastic solution (i.e., the nonlinearity parameter is zero for both components) is shown. As one can see, the stress time history corresponding to the nonlinear model reproduces all 5 peaks with the same amplitude as observed experimentally.

![Fig. 17](image)

**Fig. 17** Comparison of shock stress time histories corresponding to the experiment 112301 \([39]\). Reproduced from \([4]\).

As it can be seen, the agreement between the results of the calculations and the experiments is achieved by the adjustment of the nonlinearity parameter \( B \).

It follows that the nonlinear behavior of the soft material is affected not only by the energy of the impact, but also by the scattering induced by internal interfaces. It should be noted that the influence of the nonlinearity is not necessarily small. In the numerical simulations, which match with the experiments, the increase of the actual sound velocity of polycarbonate follows. It may be up to two times higher in comparison to the linear case. This conclusion is really surprising, but supported by the stress time histories.

Thus, the application of a nonlinear stress-strain relation for materials in numerical simulations of the plate impact problem of a layered heterogeneous medium shows that a good agreement between computations and experiments can be obtained by adjusting the values of the parameter of nonlinearity \([4]\). In the numeri-
ical simulations of the finite-amplitude shock wave propagation in heterogeneous composites, the flyer size and velocity, the impedance mismatch of hard and soft materials, as well as the number and size of layers in a specimen were the same as in the experiments [39]. Moreover, a nonlinear behavior of materials was also taken into consideration. This means that combining scattering effects induced by internal interfaces and physical nonlinearity in material behavior into one nonlinear parameter, provides the possibility to reproduce the shock response in heterogeneous media observed experimentally. In this context, the parameter $B$ is actually influenced by (i) the physical nonlinearity of the soft material and (ii) the mismatch of the elasticity properties of soft and hard materials. The mismatch effect is similar to the type of nonlinearity characteristic to materials with different moduli of elasticity for tension and compression. The mismatch effect manifests itself due to wave scattering at the internal interfaces, and, therefore, depends on the structure of a specimen. The variation of the parameter of nonlinearity confirms the statement that the nonlinear wave propagation is highly affected by the interaction of the wave with the heterogeneous substructure of a solid [39].

It should be noted that layered media do not exhaust all possible substructures of heterogeneous materials. Another example of a heterogeneous substructure is provided by functionally graded materials.

8 Waves in functionally graded materials

Functionally graded materials (FGMs) are composed of two or more phases that are fabricated so that their compositions vary more or less continuously in some spatial direction and are characterized by nonlinear gradients that result in graded properties. Traditional composites are homogeneous mixtures, and therefore they involve a compromise between the desirable properties of the component materials. Since significant proportions of an FGM contain the pure form of each component, the need for compromise is eliminated. The properties of both components can be fully utilized. For example, the toughness of a metal can be mated with the refractoriness of a ceramic, without any compromise in the toughness of the metal side or the refractoriness of the ceramic side.

Comprehensive reviews of current FGM research may be found in the papers [21] and [30], and in the book [35]. Studies of the evolution of stresses and displacements in FGMs subjected to quasistatic loading [35] show that the utilization of structures and geometry of a graded interface between two dissimilar layers can reduce stresses significantly. Such an effect is also important in the case of dynamical loading, where energy-absorbing applications are of special interest.

We consider the one-dimensional problem in elastodynamics for an FGM slab in which material properties vary only in the thickness direction. It is assumed that the slab is isotropic and inhomogeneous with the following fairly general properties [14]:

$$E'(x) = E_0 \left( a_x \frac{x}{l} + 1 \right)^m, \quad \rho(x) = \rho_0 \left( a_x \frac{x}{l} + 1 \right)^n,$$

(49)
where $\rho$ is the mass density, $l$ is the thickness, $a, m,$ and $n$ are arbitrary real constants with $a > -1,$ while $E_0$ and $\rho_0$ are the elastic constant and density at $x = 0.$ The elastic constant $E_0$ is determined under the assumption that $\sigma_{yy} = \sigma_{zz}$ and the slab is fully constrained at infinity. It can thus be shown that

$$E' = \frac{E(1 - \nu)}{(1 + \nu)(1 - 2\nu)},$$

with $E(x)$ and $\nu(x)$ being the Young modulus and the Poisson ratio of the inhomogeneous material.

It is assumed that the slab is at rest for $t \leq 0,$ therefore, the following initial conditions are valid:

$$v(x, 0) = 0, \quad \sigma(x, 0) = 0.$$ (51)

The boundary condition at $x = 0$ is

$$v(0, t) = 0, \quad t > 0 \quad \text{ (“fixed” boundary)}$$ (52)

At $x = l,$ the slab is subjected to a stress pulse given by

$$\sigma_{xx}(l, t) = \sigma_0 f(t), \quad t > 0,$$ (53)

where the constant $\sigma_0$ is the magnitude of the pulse, the function $f$ describes its time profile, and without any loss in generality, it is assumed that $|f| \leq 1.$

Following [14], we consider an FGM slab that consists of nickel and zirconia. The thickness of the slab is $l = 5$ mm. On one surface the medium is pure nickel and on the other surface pure zirconia, while the material properties $E_0(x)$ and $\rho(x)$ vary smoothly in thickness direction. A pressure pulse defined by

$$\sigma_{xx}(l, t) = \sigma_0 f(t) = -\sigma_0 (H(t) - H(t - t_0))$$ (54)

is applied to the surface $x = l$ and the boundary $x = 0$ is “fixed”. Here $H$ is the Heaviside function. The pulse duration is assumed to be $t_0 = 0.2 \mu s.$ The properties of the constituent materials used are given in Table 1 [14].

<table>
<thead>
<tr>
<th>Material</th>
<th>$E$ (GPa)</th>
<th>$\nu$</th>
<th>$\rho$ (kg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZrO</td>
<td>151</td>
<td>0.33</td>
<td>5331</td>
</tr>
<tr>
<td>Ni</td>
<td>207</td>
<td>0.31</td>
<td>8900</td>
</tr>
</tbody>
</table>

Table 1 Properties of materials

The material parameters for the FGMs used are [14]: $a = -0.12354,$ $m = -1.8866,$ and $n = -3.8866.$ The stress is calculated up to $12 \mu s$ (the propagation time of the plane wave through the thickness $l = 5$ mm is approximately $0.77 \mu s$ in pure ZrO2 and $0.88 \mu s$ in Ni).
Numerical simulations were performed by means of the same algorithm as above. The comparison of the results of the numerical simulation and of the analytical solution [14] for the time dependence of the normalized stress $\sigma_{xx}/\sigma_0$ at the location $x/l = 1/2$ is shown in Fig. 18.

As one can see, it is difficult to make a distinction between analytical and numerical results. This means that the applied algorithm is well suited for the simulation of wave propagation in FGM.

A nonlinear behavior for the same materials with the nonlinearity parameter $A = 0.19$ is shown in Figure 19. For the comparison, calculations were performed with the value 0.9 of the Courant number both in the linear and nonlinear case. The amplitude amplification and pulse shape distortion in comparison with the linear case is clearly observed. In addition, the velocity of a pulse in the nonlinear material is increased.

9 Concluding remarks

As we have seen, linear and non-linear wave propagation in media with rapidly-varying properties as well as in functionally graded materials can be successfully simulated by means of the modification of the wave-propagation algorithm based on the non-equilibrium jump relation for true inhomogeneities. It should be emphasized that the used jump relation expresses the continuity of genuine unknown fields at the boundaries between computational cells. The applied algorithm is conservative, stable up to Courant number equal to 1, high-order accurate, and thermodynamically consistent. However, the main advantage of the presented modification of
Fig. 19 Variation of stress with time in the middle of the slab. Nonlinear case. Reproduced from [5].

the wave-propagation algorithm is its applicability to the simulation of moving discontinuities. This property is related to the formulation of the algorithm in terms of excess quantities. To apply the algorithm to moving singularities, we simply should change the non-equilibrium jump relation for true inhomogeneities to another non-equilibrium jump relation valid for quasi-inhomogeneities.
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